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Introduction  

The Core Database Strategy is an important part of the ESPON M4D project, 
corresponding, in general, to activities developed in work package B (Thematic group) 
but also, to some extent, to activities developed in work package A (e.g. storage of 
time series, identification of core data in the interface) and work package C 

(identification of outliers value, quality check).  

This activity which is normally supposed to cover half of the activity of the ESPON 
M4D project (according to contract definition) has been in practical terms delayed to 

the final period of activity 2013-2014. The reason of this delay was the priority 
decided by ESPON CU on storage and diffusion of data collected by ESPON project 

through the web interface. As a result, the major part of available workforce has been 
concentrated on this part of the work in 2011-2012. 

The opportunity of this priority will not to be discussed here. But it is nevertheless 
clear that Core Database Strategy remains a major contractual obligation for M4D 

(deliverables related to this task has been delayed, not removed). And it is also very 
clear that, in a long term perspective, the Core Database Strategy is as important as 

the storage of data collected by ESPON 2013 projects.  

If a new ESPON is launched for the period 2014-2020, the priority in terms of data 
collection will necessarily be the collection of the basic count data (population, 

activity, production, land use) and their elaboration in time series as long as possible.  
If such data are not available immediately, many difficulties will be encountered by 
new project, as we now by experience of what happened in the beginning of the 

programming period 1999-2006 and 2007-2013.  

Moreover, if we consider a cross-programming period perspective, we can consider 
that a major added value of the ESPON program could be to produce cumulative 

efforts which mean, in practical terms, to enlarge past time series in order to be able 
in the future to propose more accurate previsions. With coherent time series covering 
the period 1990-2010, it is reasonably possible to expect accurate predictions for the 

period 2010-2030, which is a major wish of stakeholders and policy makers. 

The problem is that building such long term time series is a very difficult and 
complicated task, that can only be engaged for a limited set of indicators. The aim of 

the Core Database Strategy is precisely to define what are the indicators to be 
completed in priority in order to derive many others by intelligent procedures of 

aggregation, disaggregation, spatial analysis, etc… 

Because of pressure on other objectives in 2011-2012, the elaboration of the long 
term time series of core data has been until now limited to few indicators. This is not 
really a problem as long as we have demonstrated that a lot of information can be 

derived from a limited number of core indicators. But what is more tricky is the fact 
that: 

 Estimation of time series of core data is actually based on a manual procedure 

that consumes a lot of time and is difficult to replicate 
 Outlier check of time series of count data is difficult to realize because the 

indicators are not ratio but absolute count, which limit the use of numerous 
methods of outlier detection. 
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The work is challenging for a series of reasons.  First we should consider the nature of 

time series data in the context of the statistical theory which deals with the analysis of 
time series. A time series is "a collection of observations made sequentially in time1".  

In most cases there is a fixed time interval between the observations (1 hour, 1 day, 
1 week, 1 month, 1 year…) but in rarer cases the observations may occur with 

differing time intervals, for example aviation accidents or railway accidents.   

Activities surrounding time series concern the description of the main properties of 
series, the identification of unusual values in the series, attempts to explain the 
linkage between the series in question and other series (sea level and temperature), 

and prediction.  We sometimes refer to predictions in the future as forecasting, and 
those backwards from the beginning of the series as backforecasting.  Equally the 

terms extrapolation and retropolation can be used as synonyms for forecast and 
backforecasting. Interpolation is the filling in of values between known events for 
which there is data.   

The description of a time series can include the decomposition of the series into its 
components sources of variation: trend, seasonal fluctuation, other cyclical variation, 
and residuals.  The residuals themselves may not be random, but may require further 

modelling to detect any patterns – conventional models for this include moving 
average and autoregressive models.   The challenge is that a time series in the sense 

that Chatfield and other authors have in mind is unlikely to be shorter than 50 
elements; many 'classic' series have hundreds of observations.    

This raises a problem for the description of the data series used in ESPON, since 
annual series (such as mid year population estimates) may have a few as 20 

elements, some have fewer.  Because of the shortness of the series, the data have 
more in common with longitudinal studies, and there are methods used in such 

studies for imputing data.  There is another consideration to the ESPON time series 
and that arises because the 'time series' data have a strong and well-defined cross-
sectional component which remains, generally, constant during the time periods.  

 

 

                                                 
1 Chatfield c, 1989, The Analysis of Time Series, 4th edn, London:Chapman & Hall 
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1 Diagnosis of the difficulties encountered with 

time series of count data 
 
Time series of count data are very specific statistical objects that require various and 

different procedures of outlier check and estimation. To illustrate this point, let us 
start with a basic analysis of the time series of population at NUTS3 level from 1990 

to 2010 delivered by M4D project. 
 

1.1 Heterogeneous sources and heterogeneous methods of estimation 

The elaboration of a complete table of population for all NUTS3 regions implies a very 
huge amount of empirical work by human specialist in order to remove every missing 
value from the table. Until now, the strategy developed by M4D has been (1) to 
choose the best available data and the best method of estimation for the estimation of 

each missing value and (2) to store all metadata related to the various sources and 
the various methods of estimation. This strategy is illustrated in Figure 1 where sample 

of data and metadata are displayed.  

What are the strengths or weaknesses of this solution? The answer is not obvious 

because each strategic choice has a double face.  

The multiplication of sources can't be avoided because no data provider is able to 
provide complete time series for the period at the targeted territorial level (NUTS3, 

Version 2006). Eurostat is generally chosen has prior provider but in many cases the 
missing data are necessarily collected through complementary sources provided by 
National Statistical Offices (NSI) of the countries. The problem is of course that NSI 

does not necessary use the same territorial division than Eurostat (risk of error) nor 
the same definition. Even if it is the case, it can happen that updates are made by NSI 

on data that are not transmitted to Eurostat, or only with delays. In this case different 
figures characterize the same territorial unit at the same time, according to NSI and 
Eurostat. And it is not obvious to decide what is the best one: Eurostat has a political 

legitimacy at EU level, but NSI are the highest legitimacy at national level and are at 
least the responsible of initial data collection. Our purpose is not to solve this 

theological question but to underline the fact that mixture of several sources can 
increase the risk of “breaks” in time series. 

The multiplication of estimation methods for missing values lead to the same 
dilemma. M4D project has proposed a catalogue of solutions that are well documented 

and helpful for the human experts in order to choose the best one in each particular 
situation. But some of these methods are very sophisticated and can only be applied 

without error by very few human experts. Moreover, the work of estimation is actually 
done manually (by “click” in excel sheets) and cannot be automatically reproduced, 

even when the detailed method is precised in metadata file. This is a real problem 
when it comes to update time series because new information are added (e.g. 
publication by Eurostat of new figures of population for 2010) or when old information 

are modified (e.g. replacement of provisional figures by definitive ones). A classic 
example is the “break” in time series introduced by the result of a census: the 

estimation used between two census dates should normally be modified but in 
practical terms, it is generally not the case, creating automatically a time outlier at 
census date.   
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Figure 1 : The M4D estimated time series of population (1990-2010) 

(a) sample of data 

 

(b) sample of metadata 
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1.2 The dilemma:  local precision versus global homogeneity   

We propose to reconsider the strategic choice made until now to use the best 
available data or methods for the local precision of estimation of missing value and to 
examine an alternative where the focus is made on the global homogeneity of the 

solution. The main problem with the initial strategy (local precision) is the fact that all 
sources or used methods can be perfectly correct, but at the end the emerging global 
result is not so good. The problem clearly appeared when UMS RIATE started to 

realize a very basic outliers check of the time series of population, before to transmit 
to NCG for an in depth analysis of outliers combining all criteria. The very simple 

method we used has revealed so much anomalies in time series that we decided to 
postpone the transmission of data to NCG and also decided to reconsider the 
opportunity to disaggregate or aggregate data with OLAP cube as long as we would 

not have understood the reason of the apparition of such a big number of time 
outliers (ex. Figure 2 )  

Figure 2 : Example of time outlier check for population (1990-2010) 

   

 

The provisional diagnosis that we have made on population data lead to an interesting 
but striking conclusion: the more we try to obtain exact value of isolated figure, 
the more we increase the number of outliers in time series. To be sure, the 

objective of local optimization is to some extent contradictory with the objective of 
global homogenization of time series and we have to explore the possibility to define 
an optimum which is necessarily a compromise (Figure 3) 

Figure 3: The compromise between local precision and global homogeneity of time series 
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1.3 A strategy based on the joint operation of data estimation and 
outlier check. 

Our solution to the dilemma is not to choose one strategy against the other because 
both approaches are admittedly possible, depending on the user’s needs.  

 The strategy of best local estimation is typically convenient for users 
looking for official isolated figures and trying to answer to precise question like 

“what was the population of Flanders in 1991?”. What is important for such 
users is to have very precise metadata defining the original sources (e.g. 

Belgium NSI) or the method of estimation used (e.g. interpolation between year 
1990 and year 1995 under the assumption of exponential growth). For such a 
user, the discontinuities in time series are not a problem, precisely because 

they are looking for a single time period or a single unit. 
 The strategy of global homogenisation is typically convenient for users not 

interested in the analysis of specific situation but the examination of global 
trends in space or time. For example, a user trying to answer to a question like 
“What has been the profile of population growth or decline of EU regions 

between 1990 and 2010”. In this case the degree of precision of a specific 
figure is not important at all. But discontinuities or outliers in time series are on 

the contrary a real threat for the analysis because they can introduce the 
apparition of specificities in time series that are purely artificial and related only 
to a change of sources or methods of estimation.  

It is very clear that for the majority of data currently involved in the ESPON database, 
the strategy of local estimation appears as the best solution. But it is not the case for 
the long term time series called core data where the major interest is precisely to 

produce global evolutions and prospective results. We suggest therefore adopting a 
new approach for this specific group of data that will be explained and developed in 

the next section.  

The major originality of the approach proposed in this strategy is the fact that 
estimation of missing values and outliers' checking are not realized in separate steps 
but together. We try to obtain free time series that are eventually simplified or that 

are fully consistent in temporal and territorial terms. Equally, we would like the 
method reproducible so that datasets can be easily updated and recomputed when 

new information are made available or when boundaries changes occur in territorial 
divisions (like the reform of NUTS).  
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1.4 Relation with previous technical report or work done by M4D 

The strategy proposed in the next section is the result of previous research done by 
NCG and RIATE. The reader can find more details in the following technical reports or 
annex of the first interim report of M4D.  

Work previously done by NCG 

 

Work previously done by RIATE 
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2 Solution proposed for homogenization and 

update of times series of core data 

 

2.1 General rules and objectives  

 
The solution that will be developed in the following section is based on a limited 

number of rules that should normally be followed without exceptions, in order to fulfill 
precise objectives 
 

1. Only one primary source is normally used for the production of time series. The 
fact to use different sources for the same territorial unit is indeed a major factor 

of creation of “breaks” or heterogeneity. It means that we will normally prefer 
to estimate values rather than use alternative data source.  
 

2. All times series should be perfectly consistent in terms of hierarchical 
aggregation of territories. The different subdivision of data provided by a 

primary producer should be perfectly exact.  If data provided by the initial 
producer does not follow this rule, they will be modified in order to fulfill 
perfectly the aggregation rules of the nomenclature. 

 
3. All time series should be free of time outlier, except when the outlier can be 

explained by concrete and real facts. It means that we prefer to obtain values 
that are different from the official one when an obvious statistical bias is 

present in time series of the data producer. Typically, when a new census 
creates a discontinuity in the time series, we will recalculate the values between 
theses census and the previous one. More generally we will try in the majority 

of case to obtain stationary time series as long as we have no reason to suspect 
that specific event has created discontinuities.  

 
4. All estimation of missing values should be made by mean of an automatic 

procedure that can be repeated quickly and – ideally - without manual 

intervention. This rule is the most difficult but also the most important because 
time series should be regularly modified for different reasons : (1) introduction 

of recent data provided by data producer ; (2) discovery of errors in existing 
data or modification of provisional values in definitive ones ; (3) discovery of 
new estimation methods that could improve previous ones.  

 
5.  All procedures and methods used in the estimation should be transparent and 

added in the metadata field. This general rule of the ESPON database is just 
reminded here but remains very important. The user of time series should be 
perfectly aware of the fact that data that are sometime different from “official 

statistics” because of the target of global homogeneity.  
 

6. An estimation of uncertainty should be ideally added to all figures of time 
series. In principle, we do not need to introduce here an outlier check of this 
data because we have precisely decided to remove outliers. But we should 

ideally indicate the 95% confidence interval of values present in time series, not 
only for estimated values but also for the other ones.  
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2.2 A data model combining time and territorial hierarchy 

 
The application of previous rules (1) and (2) lead us to propose a specific data model 
for the storage of time series describing hierarchical territorial units like NUTS. To 

illustrate the strategy, we will take the example of estimation of missing data for 
active population of Bulgaria between 1999 and 2010 on the basis of EUROSTAT data 

at NUTS0, NUTS1 and NUTS2 levels (version 2006). This specific data model can be 
firstly presented in tabular format (Figure 4) but is more clear if presented in form of 

hierarchical trees of data linked through time  (Figure 5). 

Figure 4 : Illustration of the strategy of hierarchical data reconstitution 

 
 Count variable is estimated only for the top level of hierarchy: for example, the 

population of Bulgaria in 1999 is estimated in number of active.  

 All other territorial units are described by a frequency of the unit of upper level: for 

example the unit BG3 is described by the evolution of its share of BG and the unit BG31 

as a share of BG3. 

 Consistency of hierarchy is imposed. When the sum of frequency of child units depending 

from the same parent is different from 1.00, the value is adjusted. For example, the 

sum of BG31+BG32+BG33+BG34 in 2003 is equal to 1411.9 when BG3 is declared as 

1412.0. This is not an error but simply a question of rounded value. Nevertheless it is 

corrected. 
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A starting point which helps to formalise an approach is to make some assumptions about the 

organisation of the data.  We make the initial assumption that the data take the form of counts 

– for example, population, employees available for work, employees in employment.  We can 

envisage a number of scenarios concerning the structure of the data, and this allows us to 

suggest appropriate strategies.  

 

 [1] In the simplest case data is only available as annual observations at NUTS0 level, for 

all or part of a time period between 1991 and 2011.  We may have only one series, or 

we may have several series which are only available at NUTS0.  No data is available for 

NUTS1, NUTS2 or NUTS3.   

 [2] The second scenario would involve a series at NUTS0 and counts available for NUTS1 

and NUTS2 regions below the NUTS0 country for a single time period – this would 

usually correspond to the taking of a national population census.  

 [3] A third scenario would involve the presence of a series at NUTS0 for some or all of 

the time period together with cross-sectional counts available for two or more census 

periods, at NUTS1 and NUTS2. 

 [4] A fourth scenario would build on the third by including intercensal population counts 

for the NUTS1 and NUTS2 zones, but not for all time periods.   

As an example, a type [4] test dataset for Bulgaria is used which has NUTS0 employment 

counts for 2000 through to 2010, with NUTS1 and NUTS2 counts for 2003 through to 2010.  

The task then is to complete the national series back 1 year to 1999, and then estimate the 

NUTS1/NUTS2 counts for the period 1999 to 2002 inclusive.  A diagrammatic view of the data 

is show in the table below. The elements NA are those for which it is desired to estimate 

values.  

 

Figure 5 : Tree representation of the data model 

 

 

 
 

The tree structure make more clear the way we propose to solve the problem of 

homogenization and estimation of missing values by dividing a big problem in smaller parts 

more easy to solve, according to René Descartes’ method: “The second [principle] is to divide 

each of the difficulties under examination into as many parts as possible, and as might be 

necessary for its adequate solution”. Basically, the problem that we have to solve is reduced to 

a combination of vertical and horizontal analysis of the trees. 

 

 Vertical analysis will allow at the same time to check for logical errors (are sum of 

frequency of child of the same parent always equal to 1) and to estimate some 

missing values (definition of the value of a parent by sum of child or estimation of 

one missing child value by difference between the parent and the other childs …). 

 



 

 
 14 

 Horizontal analysis will allow estimating missing values by mean of method of 

time series analysis and also to check for time outlier and provide margin of errors. 

But the important point is the fact that this estimation are made for small groups of 

time series that are typically the frequency of all the child of the same parent. This 

frequency is related to internal redistribution and not to external or general trends 

that are only taken into account for the estimation of the raw count at the top level 

of the tree.  

 

With these reduction of problem in smaller parts, it appears more easy to propose automatic 

procedure of data check and data estimation that verify objectives (1) and (2) but can be 

implemented in a computer program, fulfilling the objectives (4),(5),(6). The most important 

difficulty remains the objective (3) related to the decision on what are real “breaks” in time 

series explainable by concrete fact and what are simple noise or biases to be eliminated by the 

procedure. To fulfill this final objectives, it would certainly be necessary to couple the 

estimation procedure with an expert system where human are invited to give advices on 

ambiguous cases where the algorithm cannot decide alone of the solution. For more details on 

this point, see the work realized by C. Plumejeaud (2010) in its Ph’D. 

 

According to the time remaining in ESPON M4D project, we will focus on the production of a 

fully automatic solution without human expertise. The optimization of the procedure with 

expert intervention will be let opened for future work in ESPON 2014-2020.  

 

 

2.3 Theoretical considerations 
 

Of the several expedient strategies for dealing with data of this sort, one is do nothing and 

with the available data.  A second strategy is to examine the relationships between the 

employment counts and the lower NUTS levels and their parent zones.  There are also 

hierarchical constraints in that at any one time period, the count for BG4 should equal the sum 

of BG41 and BG42, and the proportional split between BG41 and BG42 should sum to 1.  The 

proportions can be carried backwards according to a number of possibilities – last observation  

carried forward is one and fractional weighted imputation would be another. LOCF makes an 

assumption about the stationarity of the series which may or may not be reasonable. A 

fractional weighted approach would apply a prespecified set of weights to the previous m 

observation (2 ~ m ~ 4); more of the supplied data is used with this approach. 

Other strategies include hotdeck2, k-nearest neighbour, and iterative model-based imputation3. 

Such strategies have been suggested for handling both unit and item non-response in 

longitudinal surveys4.  In our example, there is insufficient data for apply these approaches.  

Note that LOCF is one version of hotdeck.  

In implementing an expedient strategy, the same code can be used for both LOCF and FWI: 

the weights are (1, 0, 0, 0) for the former, and (0.5, 0.3, 0.15, 0.05) for the latter.  The 

differences between the backforecasts are shown in the diagrams below. The FWI approach is 

less conservative in its assumptions, although if the backforecast is long enough, the 

proportions will settle down to constant values.  

 

 

 

 

 

                                                 
2 Ford BL, 1983, An overview of hot-deck procedures, in: Incomplete data in sample surveys, Madow WG, Olkin I, Rubin DB, (Eds.) , Academic 

Press, New York, pp.185-207. 
3 Templ M, Kowarik A and Filzmoser P, 2011, Iterative stepwise regression imputation using standard and robust methods, Journal of Computational 
Statistics and Data Analysis, 55, 2793-2806 
4 Tang L, song J, Belin TR, and Unützer J, 2005, A comparison of imputation methods in a longitudinal randomized clinical trial, Statistics in 

Medicine, 24, 2111-2128 
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Figure 6:  LOCF and autoregression methods for backforecasting  
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The LOCF approach is effectively a constant model, and this is shown in the flat sections of the 

line where the data has been imputed.  The FWI approach might be more plausible – national 

population growth is assumed for the transition between the first and second time periods, and 

the proportional splits are similarly dynamic.  

 

There are two challenges for the handling of time series data, given its characteristics in the 

ESPON context.  The first is to be able to recognise the various patterns of unit non-response 

and item non-response and choose the appropriate strategies for handling these situations.  A 

second challenge, perhaps greater, is to provide confidence intervals for these forecasts. 

 

After passing these two challenging tasks, it will be possible to define a strategy to automate 

the process of time-series creation/estimation. A first insight of what could be an automatic 

procedure is described in part 3.  
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3 Further insights in automation process 

Up to now, inside ESPON 2013 database, checking and harmonization of datasets 
were made manually, (or semi-manually, by using Excel macros running on Excel 
files). Now, it is aimed to automate these processes, by using the spatiotemporal 
database from which a lot of benefits could be retrieved. At first, it can be useful to 

draw a diagram that summarizes the kind of activities to be done for achieving a good 
quality inside the database.  

3.1 Data workflow 

As seen on Figure 7, ESPON people first collect data, from Eurostat but also from 

National Statistical Institutes, or from the ESPON 2013 database itself. A set of n 

values (disregarding their associated unit or their associated indicator) is constituted. 
Some of them (p, p<n) can be missing values (or gaps), some of them (q, q<n) can 
be outliers, which means only unusual values, or abnormal values regarding a given 

statistical model. For instance, breaks in statistical time series are tagged as 
"outliers", in the sense they deviate from a smoothed model. 

Those gaps and outliers have to be detected. Whenever all is fine (p=0 and q=0), 

data can be disseminated as it. Most often, there are gaps and outliers (at least 20% 
of cases), and then some strategies (up to m different ones) must be chosen among a 
vast quantity of statistical methods, from simple ones to very complicated ones. 

Running a strategy consists in executing a statistical method based on assumption 
that will produce a set of values, up to n, but at least p+q values. Choosing a strategy 

requires analyzing the situation, with a human watch to feel which strategies could 
best suit to problems. After that, various strategies can be run simultaneously, and 
the best would be to compare their results in order to choose the best set of values 

(according criteria to be defined…which depend highly upon the final objective of this 
work!). At this stage, the process can be reiterated up to get a set of values that look 

convenient for the purpose.  

Then a set of questions have to be answered:  

 Do we stick to official data?  
 Do we remove all values?  

 Do we remove outliers?  

Following the answers, we can replace all values, only gaps or gaps and outliers 
values. Then a set of metadata describing the transformation process and what have 

been diagnosed is produced. When statistical models produce an estimation of 
uncertainty (confidence intervals), this should also be integrated inside metadata. 
After that, the new dataset can be disseminated.   

Note that dissemination can be also the integration of the dataset inside the ESPON 

2013 database, as a new version of the dataset or a replacement of a previous 
dataset.  
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Figure 7: Activities diagram for a complete data workflow from collection to dissemination. 
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3.2 Tools  

A good portion of these activities could be automated or at least semi-automatized, 
helping humans in detecting outliers, visualizing missing data, running various 
strategies, comparing their results, and making metadata. This leads us to search 

tools for exploring data and using statistical tools in the same time, in spatial, 
temporal and thematic dimension as well. Statistics can be univariate, bivariate or 
multivariate as well. Here, the advantage of having an ESPON 2013 database is 

manifest since the database can help to find ancillary data for regression or the 
control of statistical models. That's why one option could be that those tools connect 

(or are able) to read the database. 

 It happens that a first experiment for automating outliers checking was made 
during Christine Plumejeaud PhD Thesis in 2010, that had strong relationships with 
the problems the ESPON 2013 database was dealing with. A first state of the art in 

terms of Exploratory Spatial Data Analysis tools showed that clearly some tools could 
be plugged on the Espon 2013 database (Table1).  
 

 Data 

visualization  

Statistical 

analysis 

Database 

connection 

 

Metadata 

visualization 

 

Sada 

[1997] 

Yes Yes no  No 

GeoDa 

[1998] 

Yes yes No No 

CrimStat 

[2004] 

yes Yes no  No  

QuantumGis 

[2002] 

Yes Yes yes No 

Grass 

[2010] 

Yes Yes yes [R 

programing] 

No 

 

Table1. ESDA tools - a review. 

It was also demonstrated that the R framework for statistical analysis would be 

suitable to run sophisticated statistical strategies. Moreover, all work already done in 
the project by Martin Charlton and its team was done with R (extensible and robust 

framework). However, concerning the usage of metadata, and the production of 
metadata, there was almost nothing (and there is still nothing to our best knowledge). 

Thus, a kind of ESDA tool, coupling spatio-temporal mapping capabilities with 
statistical capabilities was developed on top of the ESPON 2013 database, using Java 
and R. Despite these shortcuts, the tool, named QualESTIM, has shown that 
automating outlier' detection is feasible and useful (Figure 8). It has been 

acknowledged by various publications [Plumejeaud, 2012]. 
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Figure 8. Overview of QualESTIM interface. 

 

The architecture of QualESTIM was too much "hardcoded" within the ESPON 2013 

database (a postgreSQL with postgis extension). This prevented any user to check 
datasets before they were imported inside the database. Thus, for the new 

framework, it seems highly desirable to be able to connect to ESPON 2013 database, 
but also to be able to read simple CSV or Excel files, (and corresponding SHAPE files 
ou MID/MID files in order to get the geometries of spatial units).  

 
Furthermore, we can imagine this tool as a service offered on Web for various users, 

not only ESPON managers. A Web architecture offering a WPS processing framework 
for data processing could be very useful.  
 

It is thus necessary to make a new review of tools, looking for statistical facilities, 
Web mapping facilities, capacities to read/write data sources of various formats: 

databases, CSV and spatial ones.  
 

However, one of the major difficulties encountered by the use of statistical models and 

sophisticated statistical methods has to be underlined. It can be difficult to tune 
correctly the parameters of a model, such as the ones of the Geographically Weighted 

Regression for instance (cut off, bandwidth). Also the choice of the model requires a 
previous analysis because not all data are following a gaussian centered law (Figure 9).  
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Figure 9. Various laws and distribution shapes leads to very different statistical models. 

This is a well-known problem [Lantner, 1991] [Bastien, 2001] of usability of 

softwares. We may build a kind of knowledge database in order to help the user with 
the choice of methods and the choice of their parameters. Then we can imagine and 
dream about a fully automated tool for those tasks. 
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Annexe 

 

4.1 Draft example of automatic algorithm 
 

(this part is to bedone in common by NCG and RIATE, if possible with expert advice of 

H.Mathian and C. Plumejeaud) 

 

 
# Estimator_001.R 
# 
# C. Grasland, ESPON M4D, 2013 
 
 

(A) IMPORT DATA 
 
setwd("F:/claudegrasland/cg/projet/espondb2/estimator/test_bulgaria") 
list.files() 
act<-read.table("test_bulgaria_act.txt", sep="\t",dec=".",header=TRUE) 
act 
emp<-read.table("test_bulgaria_emp.txt", sep="\t",dec=".",header=TRUE) 
emp 

 
N.B. Datasets should be divided by homogeneous subsets in terms of original data producer. It is 
normally done by states (NUTS0) but they are exception in countries where different statistical offices 
exist (e.g. Scotland, Northern Ireland and Wales-England in UK) 
  
 

(B) PREPARE DATA FORMAT 
 
# (B.1) select a table 
tab<-emp[,-3:-2] 
head(tab) 
 
 
# (B.2) define levels 
lev<-nchar(as.character(tab$code))-2 
lev 
nblev<-max(lev) 
nblev 
 
# (B.3) Visualisation 
mat<-t(as.matrix(tab[,-1])) 
colnames(mat)<-tab$cod 
tim<-ts(mat,start=1999, frequency=1) 
plot(log(tim)) 
 
N.B. Insure that codes are harmonized to be use by the automatic procedures in next step.  

 (C) BUILD TREE  OF HIERARCHICAL LEVELS 
 
# (C.1) define table by level 
tab0<-tab[lev==0,] 
tab1<-tab[lev==1,] 
tab2<-tab[lev==2,] 
 
# (C.2) Compute freq tables 
 
# PAS TRES BIEN ECRIT !!!  
 
# Ratio between levels 1 and 0 
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sup1<-data.frame(tab1[,1]) 

names(sup1)<-"code" 
sup1$code<-substr(sup1$code,1,2) 
sup1<-merge(sup1,tab0,by="code") 
freq10<-as.matrix(tab1[,-1])/as.matrix(sup1[,-1]) 
row.names(freq10)<-tab1$code 
apply(freq10,FUN=sum,MARGIN=2) 
agr10<-data.frame(rownames(freq10),freq10) 
names(agr10)[1]<-"code" 
agr10 
 
# Ratio between levels 2 and 1 
sup2<-data.frame(tab2[,1]) 
names(sup2)<-"code" 
sup2$code<-substr(sup2$code,1,3) 
sup2<-merge(sup2,tab1,by="code") 
freq21<-as.matrix(tab2[,-1])/as.matrix(sup2[,-1]) 
row.names(freq21)<-tab2$code 
apply(freq21,FUN=sum,MARGIN=2) 
agr21<-data.frame(rownames(freq21),freq21) 
names(agr21)[1]<-"code" 
agr21 
 
# (C.3) Synthetic table 
syn<-rbind(tab0,agr10,agr21) 
syn$code<-as.character(syn$code) 
rownames(syn)<-syn$code 
syn 
 
# (C.4) Visualisation 
mat<-t(as.matrix(syn[,-1])) 
colnames(mat)<-syn$code 
tim<-ts(mat,start=1999, frequency=1) 
plot(tim) 
 
N.B. Transform data into a tree of frequencies of upper node, with the exception of top level which is 
measured in the unit of count of initial data 
 

 
 

(D) CHECK HIERARCHICAL CONSISTENCY 
 
#(D.1) General check 
 
test<-data.frame(syn[-1,-1]) 
sup<-substr(syn$code,1,nchar(syn$code)-1)[-1] 

 
resul<-aggregate(test,FUN="sum",by=list(sup)) 
error<-round((as.matrix(resul[-1])-1),6) 
row.names(error)<-resul[,1] 
error 
 
# At this step, we can decide to declare NA the nodes that are 
# characterized by error superior to a given threshold 
  
# (D.2) Correct minor mistakes ? 
 
# Here, we can introduce a correction in order to eliminate 
# minor errors. For each node, we force the sum of frrequency to be 1 
 
N.B. We have to choose a level of error which is acceptable and related to “round” figures. In this 
case, we can automatically correct the frequency by a procedure. In other case, it is preferable to stop 
and send a report on problems in aggregation. The user is in this case oblige to decide what is false 
(parent or child ?). A good example is provided below.  
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 (E) FILL MISSING VALUES OF PARENT NODES WITH COMPLETE CHILDS 
 
# At this step, we fill the missing values for all superior nodes  
# where inferior nodes values are available.  
 
N.B. In the previous example of unemployment in Bulgaria, we can imagine that we have declared 
“missing” the values of BG in 1999-2002. If we consider that information on lower level is correct, we 
compute BG by sum of NUTS1 or NUTS2 units.  

(F) FILL MISSING VALUES OF NODES WITH COMPLETE BROTHERS  
 
# At this step we fill the missing values of units where all brothers 
# are available  
 
NB. Case where we have for example the values of BG31,BG32,BG33 and BG3 but not the value of 
BG34. It is normally possible to obtain the missing value by equation BG34= BG3-BG31-BG32-BG33 
 
 
 

 (G) ESTIMATION OF TIME SERIE OF COUNT DATA AT TOP LEVEL 
 
 
top<-t(syn[1,-1]) 

ori<-ts(top,start=1999,frequency=1) 
 
# Estimation function (basic example) 
# part to be optimized ... 
 
library(zoo) 
ori<-zoo(ori) 
est<-ori 
est<-na.locf(est,na.rm=FALSE,fromLast=FALSE) 
est<-na.locf(est,na.rm=FALSE,fromLast=TRUE) 
est<-na.approx(est,na.rm=FALSE) 
 
 
# Visualization 
gra<-merge(est,ori) 
gra 
plot(gra, plot.type="single",col=c("red","blue"), lwd=2) 
 
 
# Exportation of result 
top<-t(est) 
 
N.B. Estimations methods are not necessarily the same than in following step. The outliers can be 
related here to external events outside the country. This estimation should be very carefully done as 
long as all count value will depend from this single vector of count.   
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(H) ESTIMATION OF TIME SERIES OF FREQUENCY FOR EACH NODE  
 
agr<-t(agr10[,-1]) 
ori<-ts(agr,start=1999,frequency=1) 
 
# Estimation function (basic example) 
# part to be optimized ... 
 
library(zoo) 
ori<-zoo(ori) 
est<-ori 
est<-na.locf(est,na.rm=FALSE,fromLast=FALSE) 
est<-na.locf(est,na.rm=FALSE,fromLast=TRUE) 
est<-na.approx(est,na.rm=FALSE) 
 
# Correction for Sum=1 
correct<-as.matrix(est) 
tot<-apply(correct,FUN=sum,MARGIN=1) 
correct<-correct/tot 
 
# exportation of resilt 
new_agr10<-t(correct) 
 
 
# (G.3) Estimation of frequency vectors of nodes 2/1 
 
# Placer une boucle pour parcourir tous les noeuds 
 
 
# (G.3.1) Node BG3 
agr<-t(agr21[substr(agr21$code,1,3)=="BG3",-1]) 
agr 
 
ori<-ts(agr,start=1999,frequency=1) 
 
# Estimation function (basic example) 
# part to be optimized ... 
 
library(zoo) 
ori<-zoo(ori) 
est<-ori 
est<-na.locf(est,na.rm=FALSE,fromLast=FALSE) 
est<-na.locf(est,na.rm=FALSE,fromLast=TRUE) 
est<-na.approx(est,na.rm=FALSE) 
 
# Correction for Sum=1 

correct<-as.matrix(est) 
tot<-apply(correct,FUN=sum,MARGIN=1) 
correct<-correct/tot 
 
# Resulting table 
new_agr21_BG3<-t(correct) 
new_agr21_BG3 
 
 
 
# (G.3.2) Node BG4 
agr<-t(agr21[substr(agr21$code,1,3)=="BG4",-1]) 
agr 
 
ori<-ts(agr,start=1999,frequency=1) 
 
# Estimation function (basic example) 
# part to be optimized ... 
 
library(zoo) 
ori<-zoo(ori) 
est<-ori 
est<-na.locf(est,na.rm=FALSE,fromLast=FALSE) 
est<-na.locf(est,na.rm=FALSE,fromLast=TRUE) 
est<-na.approx(est,na.rm=FALSE) 
 
# Correction for Sum=1 
correct<-as.matrix(est) 
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tot<-apply(correct,FUN=sum,MARGIN=1) 

correct<-correct/tot 
 
# Resulting table 
new_agr21_BG4<-t(correct) 
new_agr21_BG4 
 
 
# (G.3.3) Fusion of nodes of level 2/1 
 
new_agr21<-rbind(new_agr21_BG3,new_agr21_BG4) 
new_agr21 
 
N.B. The methods used here for the estimation are the most stupid ones. It is certainly possible to do 
much better. But all methods has to keep in mind the constraint of conservation of the sum of 
frequency equal to 1. 


